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Machine Learning in Commercial Games
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PERFECT TURN




Black and White (Lionhead, 2001)




Forza Motorsport (Microsoft, 2005)
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F.E.A.R. (Monolith Production, 2005)
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HALOS3 (Microsoft, 2007)
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Virtua Fighter Ghost System (SEGA, 2015)
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Tekken 5: Dark Resurrection (Namco, 2016)
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Blade & Soul (NCsoft, 2016)
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ML in Computer Games

Strengths

Re-playability
Emergent Game Play

Weakness

- Limitation of CPU resources for Al
- Low Development Priority

- Absence of Evaluation Function

- ML Content is not Fun

- ML Content is Unpredictable
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Affective Computing in Commercial Games
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Tokimeki Memorial (Konami, 1997)
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Relax to Win Game (McDarby, 2002)
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PlayStation Eyetoy / Microsoft Kinect (2003)

Expression
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Mindwave (Neurosky, 2012)




Affective Computing in Computer Games

Strengths Weakness

- Intrusive Additional Hardware
- Low Recognition Rate of Player’'s
Emotion

- Providing New Experience
- Market Share Expansion
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[IML + AC] in Computer Games

HARDWARE
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Commercially Successful Games
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[IML + AC] in Computer Games

HARDWARE
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[IML + AC] in Computer Games

Strengths

- Re-playability
- Emergent Game Play

Strengths

- Providing New Experience
- Market Share Expansion

Weakness

- Limitation of CPU resources for Al
- Low Development Priority

- Absence of Evaluation Function

- ML Contentis not Fun

- ML Content is Unpredictable

Weakness

- Intrusive Additional Hardware
- Low Recognition Rate of Player’'s
Emotion
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[IML + AC] in Computer Games

- Limitation of CPU resources for Al

- Low Development Priority

- Content is not Fun

- Content is Unpredictable

- Intrusive Additional Hardware

- Low Recognition Rate of Player's Emotion

- Absence of Evaluation Function



Limitation of CPU resources for Al =» Al Oriented Content

Low Development Priority =» Long Term Project

Content is not Fun = Appropriate Genre

Content is Unpredictable = Non-Competitive Game

Intrusive Additional Hardware =» Non-Intrusive/Default Hardware
Low Recognition Rate of Player's Emotion =» ML with Big Data

Absence of Evaluation Function = Robust Emotional Model
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Embodied Multimodal Emotion =
Conversational Agent Recognition Rule-based Model / DOQN
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Embodied Conversational Agent (ECA)

GRETA, SEMAINE, HUMAINE (2007) Summer Lesson, BabyX (2016)
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Chatting with a virtual agent- the SEMAINE project character Poppy.mp4
Chatting with a virtual agent- the SEMAINE project character Poppy.mp4

Summer Lesson (Namco, 2015)
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Summer Lesson - VR Tech Demo - E3 2015.mp4
Summer Lesson - VR Tech Demo - E3 2015.mp4

BabyX (Sagar, 2016)

Laboratory for Animate Technologies
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BabyX v3.0 Interactive Simulation Official.mp4
BabyX v3.0 Interactive Simulation Official.mp4

ECA Core Technologies
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ECA Core Technologies
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Implementation Results

“Love Senor”

07 EGLAB



Implementation Results
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Limitation of CPU resources for Al =» Al Oriented Content

Low Development Priority =» Long Term Project

Content is not Fun = Appropriate Genre

Content is Unpredictable = Non-Competitive Game

Intrusive Additional Hardware =» Non-Intrusive/Default Hardware
Low Recognition Rate of Player's Emotion =» ML with Big Data

Absence of Evaluation Function = Robust Emotional Model
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Hardware for Affective Computing

Intrusive H/W

- EEG

- Heart Rate

- Depth Camera
- Brain Wave

Non-Intrusive H/W

- Multimodal Interface
- Keyboard

- Mouse

- Webcam
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Implementation Result
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Implementation Result
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Limitation of CPU resources for Al =» Al Oriented Content

Low Development Priority =» Long Term Project

Content is not Fun = Appropriate Genre

Content is Unpredictable = Non-Competitive Game

Intrusive Additional Hardware =» Non-Intrusive/Default Hardware
Low Recognition Rate of Player's Emotion =» ML with Big Data

Absence of Evaluation Function = Robust Emotional Model
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Discrete Emotion Model
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Dimensional Theory
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Evolutionary Model

Plutchik's Wheel of Emotions
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OCC Model

VALENCED REACTION TO

couseoLEm:es ACYLNS ASPlCTS
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EVENTS AGENTS OBJECTS

pleased approving liking
displeased disapproving disliking

ate otc etc
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A Better Narrative using OCC Emotional

Model

by Rizky Winanda on 0!

8 comments (& Gn

The following blog post, uniess otherwise noted, was written by a member of Gamas

The thoughts and opinions expressed are those of the writer and not Gamasutra or ii

Narrative is a complicated word. Some pecple believe that narrative could increz
others say it is only a tainted game play. [ won't start a fuss about it, but T
narrative holds a prospect in the game. This year GDC, Ken Levine, presentec
narrative in a game referred as Narrative Lego. T see a big chance on it though
chance where narrative not only acting as decoration, but also a core of t
motivates me to do my own little research about narrative. Herewith, I will pres

In my opinien, the narrative is considered great when it triggers emotional effe
happens, the character in the game must possess ematicn itself and delivers co
could feel the character’s emotion in order to create empathy towards the
creating a great narrative is to know more sbout emotion, explore how many
them. There are many concepts about emotion that we can use, but i'll use OCI
how the emotion created in a structural way which makes it easier to understa
inte philosophy or psycholegy, read about emotion will push your brain off to the

O-A-@

The sequence of appraisal where square represents event, triangle represents action, «

object.

i

Example of chain of action-event
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Circuit Model (Neural Darwinism)

Figurel0.3.Slow and Fast Emotional Pathways
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NOW is better than LATER
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Finite State Machine (FSM)
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Behavior Tree

Unit(Clone) - Attack Strategy

Sequence

- 1
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ecision Tree
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MHP (Model Human Process)

Figure 1. Model Human Processor. Based on Card, Moran, and Newell (1983).

LONG-TERM MEMORY T
5
i = ‘\
i = semaniic
WORKING MEMORY
VISUAL IMAGE AUDITORY IMAGE By = 3 RELY rk
RE STORE Vo = 7 B0 Parameter Mean Range
By = 290 70-1000] maac Perceptual .
> Sibeistam time 230ms | 70-700 ms
Decay half-life of visual image storage 200ms | 90-1000 ms
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Visual Image Storage Auditory Image Storage . - -
Decay half-life of auditory storage 1500 ms | 80-3500 ms
- c 1 A
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Coguitive Motor processor cycle time 70 ms 30-100 ms
Subsystem
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Pure working memory capacity 3 chunks | 2.5-4.2 chunks

Decay half-life of working memory 7 sec 5-226 sec

}
} Decay half-life of 1 chunk working memory |73 sec 73-226 sec

% Cognitive Processor
RASEAS

3
SN
Decay half-life of 2 chunks working memory | 7 sec
(’ Motor Processor Movement Response Motor s e c g RE
\, (arms, legs. mouth, eyes, etc.) Subsystem
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ACT-R (Adaptive Control of Thought)

ACT-R Cognitive Architecture by John Anderson
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Informnt\on Deep Learning
Data ‘Big’ Data :

Figure 1. Sample knowledge tree where information becomes
more structured as it reaches progressively higher stages of the
pyramid.
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SOAR (State, Operator And Result)

Long-term memory

Production memory

Semantic memory
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Deep Q-Learning
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eural Engineering Framework

import nengo
model = nengo.Model("Communication Channel")

= nengo.Ensemble(nengo.LIF(30), 1)|

nengo.Ensemble(nengo.LIF(30), 1)|

input = nengo.Node(@.5)
nengo. Connection(input, A)

nengo. Connection(A, B)]

Bval = nengo.Probe(B,
"decoded_output”, filter=0.01)

sim = nengo.Simulator(model)
sim.run(1)
Bdata = sim.data(Bval)|

Action Selection

import pynn.nest as pyNN
import numpy as np
PyNN. setup(timestep=1)
1if_params = {'tau_refrac’': 2.0, ‘tau_syn_E':100, 'tau_syn_I':100)
def encoders(n_neurons, dimensions):
samples = np.random.randn(n_neurons, dimensions)
norm = np.sum(samples * samples, axis=1)
return np.sqrt(norm)(:, np.newaxis]
def gain_bias(max_rates, intercepts):
x = 1.0 / (1 - np.exp((lif_params('tau_refrac'] - (1.0 / max_rates))
/ pyNN.IF_cond_exp.default_parameters('tau_n'1))
= (1 = x) / (intercepts - 1.0)
bias = 1 - self.gain * intercepts
return gain, bias
PYNN.Population(3@, pyNN.IF_cond_exp, lif_params)
3 gain_bias(np.random.uniform(80, 100, 30), np.random.uniform(-1, 1, 3@))
biasinputA = [pyNN.DCSource(amplitude=val) for val in Abias)
for i, pulse in enumerate(biasinputA):
pulse.inject_into(A[i:i+1])
oders = encoders(30, 1) * Again[:, np.newaxis]

pyNN.Population(30, pyNN.IF_cond_exp, 1if_params)
r gain_bias(np.randon.uniform(80, 100, 30), np.random.uniform(-1, 1, 30))
[pyNN.DCSource (amplitude=val) for val in Bbias]
for i, pulse in enumerate(biasinputB)
pulse. inject_into(BLi:i+1])
:rs = encoders(30, 1) * Bgain[:, np.newaxis]

= [pyNN.DCSource(amplitude=val) for val in 0.5 » Aencoders]
for i, pulse in enumerate(inputnode):

pulse.inject_into(ALi:i+1])
# Decoder solving too long to include; assume we have Adecoder and Bdecoder
ights = [
or i in xrange(30):

for j in xrange(30):

weights.append((i, j, np.dot(Adecoder[i], Bencoder[jl), 1.0))

connection = pyNN.Projection(A, B, pyNN.FromlListConnector(weights))
| B.record('spikes')
| PYNN. run(1000)

Bdata = numpy.zeros(1000)
for 1 in xrange(1000):
Bspikes = B[i:i+1]).getSpikes()[:,1].astype( int')
Bdata[B_spikes] += Bdecoder[i]
decay = np.exp(-1.0 / 100)
Bdata[0, :] *= (1 - decay)

Nengo: graphical and scripting based software package for simulating large-scale neural systems,

SPAUN: 2.5 million simulated neurons
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Future Works: Facade (Mateas & Stern, 2004)

Facade
by
Michael i Andrew

Mateas “Stern




Future Works: Seaman (SEGA, 1999)
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